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(57) ABSTRACT

An image pickup apparatus 100 includes an image pickup
element 101 including a plurality of image pickup pixels that
perform a photoelectric conversion for an image formed by a
light beam from an image pickup optical system and a plu-
rality of focus detection pixels that perform a photoelectric
conversion for an image formed by a divided light beam ofthe
light beam from the image pickup optical system, and a DSP
103 configured to perform a shading correction for a pixel
signal from the image pickup element 101, the image pickup
element 101 generates a first pixel signal by adding signals
from the plurality of image pickup pixels, and generates a
second pixel signal without adding a signal from the focus
detection pixel, and the DSP 103 performs the shading cor-
rection for the first pixel signal and the second pixel signal
using correction data different from each other.

12 Claims, 15 Drawing Sheets
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IMAGE PICKUP APPARATUS INCLUDING
IMAGE PICKUP ELEMENT HAVING IMAGE
PICKUP PIXEL AND FOCUS DETECTION
PIXEL AND SIGNAL PROCESSING METHOD

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an image pickup apparatus
that includes an image pickup element having an image
pickup pixel and a focus detection pixel.

2. Description of the Related Art

Previously, in an image pickup apparatus that uses an
image pickup element such as a CMOS sensor, shading (an
offsetamount) in a dark situation that is generated in taking an
image is reduced by performing a predetermined correction
processing. Japanese Patent Laid-Open No. 2003-333434
discloses a horizontal dark shading correction that is per-
formed in a developing processing using one-dimensional
correction data that are obtained by performing a projection
calculation for an image taken in the dark situation.

In order to improve the performance of the image pickup
apparatus, a configuration that does not need an AF sensor for
exclusive use by providing a phase difference detection func-
tion to the image pickup element so as to achieve a high-speed
phase difference AF is known. Japanese Patent Laid-Open
No. 2010-20055 discloses an image pickup apparatus that
includes an image pickup element having common pixels
(image pickup pixels) and focus detection pixels. This image
pickup apparatus has an addition readout mode such as an
electronic view finder mode or a moving picture shooting
mode in which outputs of the plurality of image pickup pixels
are added to be read. Japanese Patent [Laid-Open No. 2010-
20055 discloses an image pickup apparatus that has a mode of
performing an addition processing for the image pickup pix-
els and reading only the focus detection pixel without per-
forming the addition processing (with a non-addition pro-
cessing) when the focus detection pixel is contained.

However, when pixels such as the image pickup pixels
(addition pixels) and the focus detection pixels (non-addition
pixels) that are read using different drive patterns are mixed in
one frame, a difference of characteristics is generated by the
influence of a circuit configuration or the like. For example,
when an electric circuit that performs the addition processing
exists inside the image pickup element, a switch element such
as a transistor is disposed between pixels to be added. On the
other hand, since the addition processing is not performed for
an output of the focus detection pixel (non-addition), any
switch element is not disposed between the focus detection
pixels. Therefore, in accordance with the influence of a varia-
tion of an individual threshold value of each switch, the
shading (the offset amount) is different between at the addi-
tion time and at the non-addition time. Furthermore, since the
focus detection pixel performs a pupil division, an opening by
a wiring layer is different from that of the common pixel.
Therefore, a difference is generated in a wiring capacity and
the offset amount is different between the common pixel and
the focus detection pixel. Accordingly, even when a shading
correction (an offset correction) is performed for the output of
the common pixel (the image pickup pixel), it is not neces-
sarily appropriate for the output of the focus detection pixel,
and therefore an image quality may be deteriorated.

SUMMARY OF THE INVENTION

The present invention provides an image pickup apparatus
and a signal processing method that perform an appropriate
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2

shading correction for a pixel output from an image pickup
element having an image pickup pixel and a focus detection
pixel so as to reduce a deterioration of an image quality.

An image pickup apparatus as one aspect of the present
invention includes an image pickup element including a plu-
rality of image pickup pixels that perform a photoelectric
conversion for an image formed by a light beam from an
image pickup optical system and a plurality of focus detection
pixels that perform a photoelectric conversion for an image
formed by a divided light beam of the light beam from the
image pickup optical system, and a signal processor config-
ured to perform a shading correction for a pixel signal from
the image pickup element, the image pickup element gener-
ates a first pixel signal by adding signals from the plurality of
image pickup pixels, and generates a second pixel signal
without adding a signal from the focus detection pixel, and
the signal processor performs the shading correction for the
first pixel signal and the second pixel signal using correction
data different from each other.

A signal processing method as another aspect of the
present invention is a method of processing a pixel signal
from an image pickup element including a plurality of image
pickup pixels that perform a photoelectric conversion for an
image formed by a light beam from an image pickup optical
system and a plurality of focus detection pixels that perform
a photoelectric conversion for an image formed by a divided
light beam of the light beam from the image pickup optical
system, and the signal processing method includes the steps
of generating a first pixel signal by adding signals from the
plurality of image pickup pixels, and generating a second
pixel signal without adding a signal from the focus detection
pixel, and performing a shading correction for the first pixel
signal and the second pixel signal using correction data dif-
ferent from each other.

Further features and aspects of the present invention will
become apparent from the following description of exem-
plary embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an image pickup apparatus in
Embodiment 1.

FIG. 2 is a block diagram of an image pickup element in
Embodiment 1.

FIG. 3 is a pixel arrangement diagram of the image pickup
element in Embodiment 1.

FIGS. 4A and 4B are pixel arrangement diagrams in an
opening region of the image pickup element in Embodiment

FIGS. 5A to 5C are diagrams of describing addition read-
out of the image pickup element in Embodiment 1.

FIG. 6 is a flowchart of illustrating a moving picture dis-
playing drive of the image pickup apparatus in Embodiment
1

FIG. 71is a flowchart of illustrating the moving picture drive
of the image pickup apparatus in Embodiment 1.

FIG. 8 is a circuit configuration diagram of a shading
correction portion of a DSP in Embodiment 1.

FIG. 9 is a flowchart of illustrating the shading correction
in Embodiment 1.

FIGS. 10A to 10C are diagrams of illustrating image out-
puts (image outputs before and after the correction) of the
image pickup element in Embodiment 1.

FIG. 11 is a pixel arrangement diagram of an image pickup
element in Embodiment 2.
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FIGS. 12A to 12E are diagrams of illustrating image out-
puts (image outputs before and after the correction) of the
image pickup element in Embodiment 2.

FIG. 13 is a flowchart of illustrating a shading correction in
Embodiment 2.

FIGS. 14A and 14B are diagrams of illustrating outputs of
focus detection images (image outputs before and after the
correction) in a dark situation in Embodiment 2.

FIG. 15 is a block diagram of illustrating an operation of
the DSP in Embodiment 1.

FIG. 16 is a block diagram of illustrating an operation of
the DSP in Embodiment 2.

FIG. 17 is a block diagram of illustrating an operation of
the DSP in Embodiment 3.

FIG. 18 is a diagram of illustrating outputs of focus detec-
tion images (image outputs before and after the correction) in
a dark situation in Embodiment 3.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Exemplary embodiments of the present invention will be
described below with reference to the accompanied drawings.
In each of the drawings, the same elements will be denoted by
the same reference numerals and the duplicate descriptions
thereof will be omitted.

Embodiment 1

First of all, referring to FIG. 1, a configuration and an
operation of an image pickup apparatus (a camera) in
Embodiment 1 of the present invention will be described.
FIG. 1 is a block diagram of an image pickup apparatus 100 in
the present embodiment. Reference numeral 101 denotes an
image pickup element such as a CMOS sensor. The image
pickup element 101 includes a plurality of image pickup
pixels that perform a photoelectric conversion for an image
formed by a light beam from an image pickup optical system
(alens apparatus) and a plurality of focus detection pixels that
performs the photoelectric conversion for an image formed
by light beams divided from the light beam from the image
pickup optical system. The image pickup element 101, as
described be low, generates a first pixel signal by adding
signals from the plurality of image pickup pixels, and also
generates a second pixel signal without adding a signal from
the focus detection pixel. Reference numeral 102 denotes an
A/D converter that converts a signal (an analog signal) out-
putted from the image pickup element 101 into a digital
signal.

Reference numeral 103 denotes a DSP (Digital Signal Pro-
cessor), which is a signal processor that performs various
kinds of correction processings and developing processings
for data outputted from the A/D converter 102. The DSP 103
also performs controls of various kinds of memories such as
a ROM 106 and a RAM 107 and a write processing of image
data to a storage medium 108. Especially, in the present
embodiment, the DSP 103 performs a shading correction for
an image signal from the image pickup element 101. In this
case, the DSP 103 performs the shading correction using
correction data different from each other for the first pixel
signal and the second pixel signal.

Reference numeral 104 denotes a timing generation circuit
that supplies a control signal to the image pickup element
101, the A/D converter 102, and the DSP 103, which is con-
trolled by a CPU 105. Reference numeral 105 denotes the
CPU that performs controls of the DSP 103 and the timing
generation circuit 104, and also performs a control of a cam-
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era function by each part (not shown). The CPU 105 is con-
nected to a power switch 109 (power SW), a shutter switch
110 (SW1), a shutter switch 111 (SW2), a mode dial 112, and
the like, and the CPU 105 performs a processing depending
on a state of each part. Reference numeral 106 denotes the
ROM (a memory) that stores a control program of the image
pickup apparatus 100 and various kinds of correction data.
Reference numeral 107 denotes the RAM (a memory) that
temporarily stores the image data and the correction data that
are processed by the DSP 103. Various kinds of correction
data that are obtained in a step of the present embodiment are
previously stored in the ROM 106, which are expanded to the
RAM 107 at the time of taking an image so as to be used for
the correction of the image data. Reference numeral 108
denotes the storage medium that stores a shot image, which is
connected to the image pickup apparatus 100 via a connector
(not shown).

Reference numeral 109 denotes the power switch (power
SW) that runs the image pickup apparatus 100. Reference
numeral 110 denotes the shutter switch (SW1) that instructs a
start of the image pickup operation. Reference numeral 111
denotes the shutter switch (SW2) that instructs a start of
sequential image pickup operations of writing the signal read
from the image pickup element 101 into the storage medium
108 via the A/D converter 102 and the DSP 103. Reference
numeral 112 denotes the mode dial that selects an operation
mode of the image pickup apparatus 100.

Next, referring to FIG. 2, a configuration and an operation
of the image pickup element 101 will be described. FIG. 2 is
a block diagram of the image pickup element 101, which
illustrates a minimum configuration needed for describing a
readout operation described below, and a pixel reset signal
and the like are omitted.

In FIG. 2, reference numeral 201 denotes a photoelectric
conversion portion (hereinafter, in some cases, referred to as
a“PD,,,” in which symbol m (m=0, 1, ..., m-1) denotes an
address in an X direction and symbol n (n=0, 1, . . ., n-1)
denotes an address in a Y direction). The photoelectric con-
version portion 201 includes a photodiode, a pixel amplifier,
a reset switch, and the like. The image pickup element 101 is
configured by arranging mxn photoelectric conversion por-
tions 201 in two dimensions. In FIG. 2, a sign indicating the
photoelectric conversion portion 201 is only added to the
photoelectric conversion portions PD, to PD,; at the upper
left in order to avoid complication. Each of symbols R, G, and
B added to the corresponding photoelectric conversion por-
tion 201 indicates a color filter, and the color filters of the
present embodiment are arranged by so-called a Bayer array.

Reference numeral 202 denotes a switch that selects an
output of the photoelectric conversion portion 201, which is
selected for each row by a vertical scanning circuit 210.
Reference numeral 203 denotes a constant current source that
is a load of a pixel amplifier (not shown) of the photoelectric
conversion portion 201, which is arranged on each of vertical
output lines. Reference numeral 204 denotes a line memory
that temporarily stores the output of the photoelectric conver-
sion portion 201, which stores the output of the photoelectric
conversion portion 201 for one row selected by the vertical
scanning circuit 210. As the line memory 204, commonly, a
capacitor is used.

Reference numeral 205 denotes an adding portion that adds
signal charges ofa plurality of pixels in a horizontal direction.
The adding portion 205 is controlled by two control signals
inputted to an ADD terminal and an AF terminal, and adds the
signal charges of the pixels in the horizontal direction while
performing an addition readout described below. The ADD
terminal of the adding portion 205 is an input terminal of a
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signal that switches an addition and non-addition. When a
control signal of a low level (L-level) is inputted to the ADD
terminal, the non-addition is selected. On the other hand,
when the control signal of a high level (H-level) is inputted to
the ADD terminal, the addition is selected. The AF terminal of
the adding portion 205 is an input terminal that is used in
selectively reading the focus detection pixels (a focus detect
ion pixel group) included in the image pickup element 101 by
the non-addition. The adding portion 205, similarly to a hori-
zontal scanning circuit 208, functions as a selector that selects
the signal charge of the pixel that is to be outputted.

Reference numeral 206 denotes switches (H, to H,,,_, ) that
sequentially output the outputs of the photoelectric conver-
sion portions 201 stored in the line memory 204. When the
horizontal scanning circuit 208 sequentially scans the
switches 206 (H, to H,,_,), one-row outputs of the photoelec-
tric conversion are read. Reference numeral 207 denotes a
switch that is connected to a horizontal output line HOL and
that resets the horizontal output line HOL to a voltage
VHRST, which is controlled by a signal HRST. Reference
numeral 208 denotes the horizontal scanning circuit, which
sequentially scans the outputs of the photoelectric conversion
portions 201 stored in the line memory 204 so as to be out-
putted to the horizontal output line HOL. The horizontal
scanning circuit 208 also functions as a selector that selects a
necessary pixel by the control of the CPU 105.

In the horizontal scanning circuit 208, a PHST terminal is
a data input terminal of the horizontal scanning circuit 208.
Each of a PH1 terminal and a PH2 terminal is a shift clock
input terminal. The data inputted to the PHST terminal is set
by changing the PH1 terminal to the H-level. Then, the data
inputted to the PHST terminal is latched by changing the PH2
terminal to the H-level. When a shift clock is inputted to each
of'the PH1 terminal and the PH2 terminal, input signals of the
PHST terminal are sequentially shifted to drive the horizontal
scanning circuit 208 and therefore the switches 206 (H, to
H,,_,) can be sequentially turned on.

A SKIP terminal of the horizontal scanning circuit 208 is a
control input terminal that performs a setting of the horizontal
scanning circuit 208 while performing a thinning readout and
the addition readout described above. When the SKIP termi-
nal is set to be the H-level, the scanning of the horizontal
scanning circuit 208 is skipped at predetermined intervals (for
example, like H2, H5, H8, . . . ), and pixel outputs can be read
while thinning them. Furthermore, setting the AF terminal
along with the SKIP terminal, the readouts of the pixel out-
puts can be performed by making a period of the skip differ-
ent. The details of the readout operation will be described
below. Reference numeral 209 denotes a buffer amplifier of
the pixel signals that are sequentially outputted from the
horizontal output line HOL.

Reference numeral 210 denotes the vertical scanning cir-
cuit. The vertical scanning circuit 210 sequentially performs
a scanning to output signals V, to V,_; so as to select the
switch 202 of the photoelectric conversion portion 201. The
vertical scanning circuit 210 is, similarly to the horizontal
scanning circuit 208, controlled by a data input terminal
PVST (not shown), shift clock input terminals PV1 and PV2
(not shown), and a SKIP terminal (not shown) that is used for
setting the thinning readout. Since the operation of the verti-
cal scanning circuit 210 is similar to that of the horizontal
scanning circuit 208, its detailed descriptions are omitted. In
addition, for easy descriptions, descriptions of the adding
function in the vertical direction are omitted.

Next, referring to FIGS. 3, 4A, and 4B, a pixel arrangement
of the image pickup element 101 will be described. FIG. 3 is
a pixel arrangement diagram of the image pickup element
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101. In FIG. 3, a region indicated by a gray color is a light
shielding region, which is an optical black region that is used
as a reference region. The other region is an opening region (a
correction region). In the optical black region, an upper part
of a screen is called a VOB part (a vertical optical black
region) that is a vertical reference region, and a left side of the
screen is called a HOB part (horizontal optical black region).

A part of the VOB part (the vertical optical black region) in
the vertical direction constitutes a calculation region that is
used to calculate horizontal shading data. In the present
embodiment, the output of the image pickup element 101 is
read with reference to an output of this calculation region, and
also an amount of a horizontal shading correction is calcu-
lated. In order to be available for the adding operation
described below, this calculation region is divided into
regions which are driven by a first drive pattern corresponding
to a row which only includes a common pixel (the image
pickup pixel) and second and third drive patterns correspond-
ing to a row including the focus detection pixel. Then, when
the correction region started from the opening region is read,
the horizontal shading correcting calculation is performed
and the result is outputted. During this time, the readout
operation of the image pickup element 101 is continuously
performed regardless of the calculation region or the correc-
tion region. In the opening region, there are an opening region
(a) in which all pixels are configured by the common pixels
(the image pickup pixels) and an opening region (b) in which
the focus detection pixel is partially arranged in the common
pixels.

FIGS. 4A and 4B are pixel arrangement diagrams in the
opening regions of the image pickup element 101. The pixel
arrangement of the present embodiment has basically a 2x2
Bayer array. Also, in the pixel arrangement of the present
embodiment, a 12x6 pixel pattern is a basic unit, and a pair of
focus detection pixels S;;, and S, is arranged in the pixel
pattern. However, the present embodiment is not limited to
this, and the embodiment can also be applied to a pixel pattern
having another basic unit. FIG. 4A illustrates an opening
region (a) of FIG. 3, which is a region configured only by the
common pixels (the image pickup pixels). On the other hand,
FIG. 4B illustrates the opening region (b) of FIG. 3. In the
opening region (b), the S, pixel (the focus detection pixel)
that is a standard pixel used for the focus detection by a phase
difference detection method is disposed at an address (0, 10),
and the S, pixel (the focus detection pixel) that is a reference
pixel used for the focus detection by the phase difference
detection method is disposed at an address (9, 3).

The focus detection by the phase difference detection
method needs two focus detection pixels of the standard pixel
and the reference pixel. The image pickup element 101 ofthe
present embodiment is configured by repeatedly arranging a
12x6 pixel pattern (a basic unit) so as to have a total of mxn
pixels. Furthermore, in the image pickup element 101 of the
present embodiment, the pair of standard pixel (S, pixel)
and reference pixel (S5 pixel) are arranged so as to be distant
from each other with respect to the 12x6 pixel pattern. Thus,
in the image pickup element 101 of the present embodiment,
a minimum number of focus detection pixels are disposed
with respect to the 12x6 pixel pattern (the basic unit). There-
fore, a distribution density of the image pickup pixels is
heightened, and the deterioration of an image quality can be
prevented.

Next, referring to FIGS. 5A to 5C, the addition readout in
the present embodiment will be described. FIGS. 5A to 5C are
diagrams of describing the addition readout, which schemati-
cally illustrate the readout for two rows of VO and V3 rows
that are first read in the pixel arrangement illustrated in FIGS.
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4A and4B. In each drawing, the arrangement at the upper side
corresponds to a pixel portion, and the arrangement at the
lower side corresponds to a readout pixel output.

First of all, in order to perform the addition readout, before
the readout of the pixel signal is performed, the SKIP terminal
of the horizontal scanning circuit 208 and the ADD terminal
of'the adding portion 205 are set to be the H-level and the AF
terminal is set to be the H-level. Next, the vertical scanning
circuit 210 selects the VO row so as to transfer the pixel signals
H, to H,,_, that are pixel outputs of the VO row to the line
memory 204. Then, the adding portion 205 adds the pixel
signals in accordance with the setting of the ADD terminal
and the AF terminal. In this case, basically, the pixel signals
having the same color are added for a three-pixel unit.

FIG. 5Aillustrates the VO and V3 rows of aregion A in FIG.
4A. The region A is a region in which all the pixels are the
common pixels (the image pickup pixels), and signals
obtained by adding the three pixels having the same color for
all the pixels are outputted to an outside of the image pickup
element 101. In the present embodiment, a drive pattern in
this case is referred to as a first drive pattern. On the other
hand, FIG. 5B illustrates the VO row in aregion B of FIG. 4B.
The region B includes the focus detection pixel S, , as well as
the common pixel, and three pixels are added to obtain a
signal when all the pixels to be added are the common pixel,
and on the other hand, a signal is outputted without adding
these pixels when the focus detection pixel S, is included in
the three pixels. In FIG. 5B, among H6, H8, and H10 col-
umns, the H6 and H8 columns are the common pixel and the
H10 column is the focus detection pixel S ,. Therefore, the
signals obtained from these pixels are not added.

Then, the data inputted to the PHST terminal of the hori-
zontal scanning circuit 208 are sequentially scanned by trans-
fer pulses of the PH1 terminal and the PH2 terminal so as to
drive the horizontal scanning circuit 208. In this case, the
horizontal scanning circuit 208 scans the switches 206 in
order of H3, H4, H9, H10, . . ., in accordance with the settings
of'the SKIP terminal and the AF terminal. When all the pixels
to be added are the common pixel, the added signal of the
common pixels is outputted via the buffer amplifier 209. On
the other hand, when the focus detection pixel is included in
the pixels to be added, the signal of the focus detection pixel
is only outputted without adding the signals from these pixels.
The drive pattern in this case is referred to as a second drive
pattern.

When the readout of the VO row is completed, the vertical
scanning circuit 210 performs an interlace scanning to select
the V3 row, and the pixel signals of H, to H,,_, that are pixel
outputs of the V3 row are transferred to the line memory 204.
In this case, the adding portion 205 adds a predetermined
pixel signal in accordance with the settings of the ADD ter-
minal and the AF terminal of the adding portion 205.

Similarly, FIG. 5C illustrates a V3 row in a region C of FIG.
4B. The region C includes the focus detection pixel S, as
well as the common pixel, the signal is obtained by adding
three pixels when all the pixels to be added are the common
pixel, and on the other hand, the signal is outputted without
adding these pixels when the focus detection pixel S is
included in the three pixels. In FIG. 5C, among H7, H9, and
H11 columns, the H7 and H11 columns are the common pixel
and the H9 column is the focus detection pixel S,5. There-
fore, the signals obtained from the pixels of the H7, H9, and
H11 columns are not added.

Then, the data inputted to the PHST terminal of the hori-
zontal scanning circuit 208 are sequentially scanned by trans-
fer pulses of the PH1 terminal and the PH2 terminal so as to
drive the horizontal scanning circuit 208. In this case, the
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horizontal scanning circuit 208 scans the switches 206 in
order of H3, H4, H9, and H10 in accordance with the settings
of'the SKIP terminal and the AF terminal. When all the pixels
to be added are the common pixel (the image pickup pixel),
the added signal of the common pixels is outputted via the
buffer amplifier 209. On the other hand, when the focus detect
ion pixel is included in the pixels to be added, the signal of the
focus detection pixel is only outputted without adding the
signals from these pixels. The drive pattern in this case is
referred to as a third drive pattern.

Hereinafter, similarly, while the vertical scanning circuit
210 and the horizontal scanning circuit 208 perform the inter-
lace scanning, the addition readout of the image pickup ele-
ment 101 is performed. In the present embodiment, the focus
detection pixel is corrected as a defect pixel and therefore the
deterioration of the image quality in generating an image can
be reduced. In other words, the CPU 105, in the addition
readout mode, complements the common pixel (the image
pickup pixel) that corresponds to the focus detection pixel.
Thus, in the present embodiment, in the opening region (b)
illustrated in FIG. 4B, the focus detection pixel at the H10
column is read with respect to the VO row, and the focus
detection pixel at the H9 column is read with respect to the V3
row. As a result, according to the configuration of the present
embodiment, a phase difference AF can be performed at the
time of the addition readout. The calculation region (a) of the
VOB part illustrated in FIG. 3 is driven using the first drive
pattern that is the same as that of FIG. 5A, the calculation
region (b) is driven using the second drive pattern that is the
same as that of FIG. 5B, and the calculation region (c) is
driven using the third drive pattern that is the same as that of
FIG. 5C.

Next, referring to FIG. 6, a drive of an electronic view
finder by the image pickup apparatus 100 will be described.
FIG. 6 is a flowchart of illustrating an electronic view finder
drive (a moving picture displaying drive). The moving picture
displaying drive of the present embodiment is a drive that
simultaneously performs the image shooting and the focus
detection and that is performed in the addition mode (the
addition readout mode) described with reference to FIGS. 3,
4A, 4B, and 5A to 5C. Each step illustrated in FIG. 6 is
performed based on an instruction of the CPU 105 of the
image pickup apparatus 100.

Firstofall, in Step S201 of FIG. 6, the CPU 105 determines
whether or not the power switch 109 (the power SW) that runs
the image pickup apparatus 100 is ON. When the power
switch 109 is OFF, the CPU 105 stands by until the power
switch 109 is turned on. On the other hand, when the power
switch 109 is ON, the flow proceeds to Step S202. In Step
S202, the CPU 105 determines whether or not the mode dial
112 is set to a moving picture displaying mode. When the
mode dial 112 is set to the moving picture displaying mode,
the flow proceeds to Step S204. On the other hand, when the
mode dial 112 is set to any other mode, the flow proceeds to
Step S203. In Step S203, the CPU 105 performs a processing
in accordance with the selected mode (the selected process-
ing), and then the flow returns to Step S201.

When the moving picture displaying mode is selected in
Step S202, in Step S204, the CPU 105 performs a moving
picture drive. The details of this moving picture drive will be
described below. Subsequently, in Step S205, the CPU 105
displays an image obtained by the moving picture drive on a
display unit such as a TFT (not shown). Subsequently, in Step
S206, the CPU 105 performs a focus operation. In other
words, the CPU 105 drives a lens (an image pickup lens),
which is not shown, using ranging information calculated
based on a pixel output of the focus detection pixel obtained
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during the moving picture drive. After the drive of the lens is
completed, the flow returns to Step S201.

Next, referring to FIG. 7, the detailed operation of the
moving picture drive in Step S204 of FIG. 6 will be described.
An actual sequence may be performed in parallel to each
operation, but for convenience of descriptions, each operation
is assumed to be a time-series operation. Each step of FIG. 7
is performed based on the instruction of the CPU 105.

First of all, in Step S301, an electric charge accumulated in
the image pickup element 101 is removed (an electric charge
clearing operation). Subsequently, in Step S302, the electric
charge accumulation of the image pickup element 101 is
started. After the electric charge accumulation is started, the
flow proceeds to Step S303, and the CPU 105 determines
whether or not the exposure is finished. When the exposure is
not finished, the CPU 105 stands by until the exposure is
finished. On the other hand, when the exposure is finished, the
flow proceeds to Step S304. In Step S304, the CPU 105 starts
the readout of an image signal of the image pickup element
101. When the image signal is read, using the drive mode
described with reference to FIGS. 3, 4A, 4B, and 5A to 5C,
the drive is performed so that the addition pixel output of the
common pixels and the non-addition (thinned) pixel output
are obtained. Furthermore, the CPU 105, at the same time as
a start of the signal readout, performs the shading correction
(a dark shading correction) in Step S305. The details of the
dark shading correction will be described below.

Subsequently, in Step S306, the CPU 105 (the DSP 103)
performs the phase difference focus detection (a focus detec-
tion calculation) based on the outputs of the focus detection
pixels S, , and S, for which the dark shading correction has
been performed. In this case, the CPU 105 (the DSP 103), in
parallel to a whole image processing, generates focus detec-
tion images (an A image and a B image) that are obtained by
only selecting the outputs of the focus detection pixels S,
and S, 50 as to perform a well-known phase difference focus
detection. Subsequently, in Step S307, the CPU 105 deter-
mines whether or not the readout of the image signal from the
image pickup element 101 is completed. When the readout of
the image signal is not completed, it stands by until the
readout of the image signal is completed. On the other hand,
when the readout of the image signal from the image pickup
element 101 is completed, a series of the processings of FIG.
7 is finished so as to return to the main processing (FIG. 6).

In the present embodiment, a one-dimensional dark shad-
ing correction in the horizontal direction of the image pickup
element 101 is performed. In other words, in order to perform
the calculation of correction data and the correction by the
image itself at the time of shooting the image, a one-dimen-
sional dark shading correction value in the horizontal direc-
tion is calculated based on the output of the VOB part (a
vertical optical black part) of the image pickup element 101.
Then, this calculation result is used as the correction data.

Next, referring to FIG. 15, the operation of the DSP 103 in
the present embodiment will be described. FIG. 15 is a block
diagram of illustrating the operation of the DSP 103. In FIG.
15, reference numeral 1031 denotes a shading correction
portion that performs the shading correction for the image
signal read from the image pickup element 101. Reference
numeral 1032 denotes a focus detection calculator that col-
lects only the outputs from the focus detection pixels after
performing the shading correction so as to perform the focus
detection calculation by the well-known phase difference
method. The result calculated by the focus detection calcula-
tor 1032 is outputted to the CPU 105.

Reference numeral 1033 denotes an image pickup correc-
tion portion that performs various kinds of corrections such as
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a defect correction for the pixel outputs (the outputs of the
image pickup pixel and the focus detection pixel) after the
shading correction. Reference numeral 1034 denotes a devel-
oping processor that performs a developing processing of the
image signal after various kinds of corrections are performed
by the image pickup correction portion 1033. An output of the
developing processor 1034 is written as image data in the
storage medium 108. Since the defect correction of the focus
detection pixel is performed by the image correction portion
1033, the deterioration of the image quality caused by the
focus detection pixel can be reduced.

Next, referring to FIG. 8, a circuit configuration of realiz-
ing the shading correction portion 1031 of the DSP 103 will
be described. FIG. 8 is a circuit configuration diagram of the
shading correction portion 1031. Reference numeral 501
denotes an input terminal of the shading correction portion
1031, and the digital signal (the pixel output) converted by the
A/D converter 102 is inputted to the input terminal 501.
Reference numeral 502 denotes an SRAM that stores a cor-
rection value corresponding to each column, which has a
storage capacity more than or equal to the number of columns
of' the pixels of the image pickup element 101. In the present
embodiment, since there are a plurality of drive modes, the
SRAM 502 has the storage capacity more than or equal to the
number of columns of the pixels of the image pickup element
101 for each mode.

Reference numeral 503 denotes a memory controller,
which selects an address stored in the SRAM 502 in accor-
dance with a timing of the pixel output that is to be calculated
and corrected so as to read and write data (perform an R/'W
control of data). An operation of the memory controller 503 is
performed in accordance with a setting of the calculation
region and the correction region during the read timing of the
image pickup element 101 using a horizontal synchronizing
signal and a vertical synchronizing signal that controls the
image pickup element 101 as reference timing.

Reference numeral 504 denotes an adder, which adds a
current output value of the image pickup element 101 to the
data stored in the address in the SRAM 502 corresponding to
the output of the pixel which is currently read so as to perform
an integral calculation for each column of the calculation
region. Reference numeral 505 denotes a 1/N multiplier,
which divides an integral result of all the pixels in the vertical
direction for each column of the calculation region by the set
average pixel number, i.e. the number of integral pixels stored
in a specific address of the SRAM 502 so as to calculate an
average value for each column. For simplifying the circuit,
limiting the integral row number for each column to a power
of'two, it can be substituted by a bit shift.

Reference numeral 506 denotes a subtraction circuit that
performs a subtraction processing for each pixel with respect
to the output of the opening region of the image pickup
element 101. The subtraction circuit 506 exactly subtracts
horizontal shading correction data corresponding to each col-
umn that are outputted from the 1/N multiplier 505 in syn-
chronization with the horizontal synchronizing signal with
respect to the data outputted from the image pickup element
101. As a result, the output data of the shading correction
portion 1031 of which an output of a dark part is substantially
equal to zero and is flat in the horizontal direction are output-
ted as a corrected output from an output terminal 507. This
corrected output is transferred to another block of the DSP
103.

Next, referring to FIG. 9, an operation of the shading cor-
rection portion 1031 will be described. FIG. 9 is a flowchart of
illustrating the shading correction in Step S305 of FIG. 7.
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Actually, this flow starts at the same time as the start of the
readout of the image signal in Step S304 of FIG. 7.

When Step S304 of FIG. 7 starts, in Step S401 of FIG. 9, all
the contents stored in the SRAM 502 are reset before the
image signal is read. Then, data such as a coordinate of the
calculation region and the correction region that are to be set
in each part are read from the ROM 106, the RAM 107, or the
like so as to be set to each register (a region setting). After the
region setting is completed, the readout of the image signal
starts from the upper left of the image pickup element 101.

Subsequently, in Step S402, the shading correction portion
1031 determines whether or not the read pixel data (the image
signal) are the image data of the calculation region (a) of FIG.
3. When the pixel data is the pixel data of the calculation
region (a), in Step S403, the shading correction portion 1031
performs the integral processing for each column. In the
integral processing, the addition processing is performed
after the content of the address stored in the SRAM 502 that
corresponds to a position in the horizontal direction of the
read pixel data is read, and this addition result is stored as
stored data 1 in the same address in the SRAM 502. The
address in this case is a predetermined address that is used to
store the data (the stored data 1) corresponding to a first drive
pattern data. First of all, in a head row of the calculation
region, avalue to be added is “0” since it is in a state where the
content of the SRAM 502 is reset, and the read pixel data are
stored in the SRAM 502 as they are. Thus, when the readout
of the pixel data in the head row of the calculation region is
completed, the data in the head row are stored in the SRAM
502 as they are.

Subsequently, in Step S404, the shading correction portion
1031 determines whether or not the read pixel data are the
pixel data of the calculation region (b) of FIG. 3. When the
pixel data are not the pixel data of the calculation region (b),
the flow returns to Step S403 and pixel data in a next row in
the calculation region (a) are read. Similarly to the case of the
head row, a value stored in the SRAM 502 of the address
corresponding to a read position in the horizontal direction is
read so as to add the read pixel data, and the addition result is
stored in the SRAM 502 again. Repeating similarly, at the
stage of moving to the calculation region (b) in Step S404, the
readout of the calculation region (a) is finished. In this case,
the addition result of the pixel outputs of all the rows for each
column of the calculation region (a) is stored in the address
stored in the SRAM 502.

On the other hand, when the pixel data read in Step S404
are the pixel data of the calculation region (b) in FIG. 3, the
flow proceeds to Step S405, and similarly to Step S403, the
integral processing is performed for each column and the
result is stored as stored data 2. In this case, the address in the
SRAM 502 is a predetermined address that is used to store
data (the stored data 2) corresponding to second drive pattern
data.

Subsequently, in Step S406, the shading correction portion
1031 determines whether or not the read pixel data are the
pixel data of the calculation region (c¢) of FIG. 3. When the
pixel data are not the pixel data of the calculation region (c),
the flow returns to Step S405 and pixel data in the next row in
the calculation region (b) are read. Similarly to the case of the
previous row, a value stored in the SRAM 502 of the address
that corresponds to a read position in the horizontal direction
is read so as to add the read pixel data, and then the addition
result is stored in the SRAM 502 again. Repeating similarly,
at the stage of moving to the calculation region (c¢) in Step
S406, the readout of the calculation region (b) is finished. In
this case, the addition result of the pixel outputs of all the rows
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for each column of the calculation region (b) is stored in the
address stored in the SRAM 502.

On the other hand, when it is determined that the pixel data
read in Step S406 are the pixel data of the calculation region
(c) in FIG. 3, the flow proceeds to Step S407. In Step S407,
similarly to Step S403 or S405, the integral processing is
performed for each column and the result is stored as stored
data 3. In this case, the address in the SRAM 502 is a prede-
termined address that is used to store data (the stored data 3)
corresponding to third drive pattern data.

Subsequently, in Step S408, the shading correction portion
1031 determines whether or not the readout of the pixel data
of'the calculation regions is finished. When the readout of the
pixel data in the calculation region is not finished, the flow
returns to Step S407 and pixel data of the next row in the
calculation region (c) are read. Similarly to the pixel data of
the previous row, a value stored in the SRAM 502 of the
address that corresponds to a read position in the horizontal
direction is read so as to add the read pixel data, and then the
addition result is stored in the SRAM 502 again. Repeating
similarly, at the stage of finishing the calculation regions in
Step S408, the readout of the calculation region (c) is finished,
and the addition result of the pixel outputs of all the rows for
each column of the calculation region (c) is stored in the
address stored in the SRAM 502.

On the other hand, in Step S408, when the readout of the
pixel data of the calculation regions is finished, the flow
proceeds to Step S409, and the shading correction portion
1031 determines whether or not it is a readout of the pixel data
in a region A of the opening region (a). When it is the readout
of the pixel data in the region A, the flow proceeds to Step
S410. In Step S410, the shading correction portion 1031 reads
the data (the stored data 1) stored in the SRAM 502 of the
address that corresponds to the position in the horizontal
direction of each pixel data read in Step S403. Then, the 1/N
multiplier 505 converts them into an average value for each
column, and the subtraction circuit 506 performs the subtrac-
tion processing. The shading correction portion 1031 outputs
the result as a corrected output. Thus, the shading correction
portion 1031 corrects the pixel data of the region A using the
stored data 1.

On the other hand, when the readout is not the readout of
the pixel data of the region A in Step S409, in Step S411, it is
determined whether or not the readout is a readout of the pixel
data in a region B of the opening region (b). When it is the
readout of the pixel data of the region B, the flow proceeds to
Step S412, and the data (the stored data 2) stored in the SRAM
502 of the address that corresponds to the position in the
horizontal direction of each pixel data read in Step S405 are
read. Then, the 1/N multiplier 505 converts them into an
average value for each column, and the subtraction circuit 506
performs the subtraction processing. The shading correction
portion 1031 outputs the result as a corrected output. Thus,
the shading correction portion 1031 corrects the pixel data of
the region B using the stored data 2.

On the other hand, when the readout is not the readout of
the pixel data of the region B in Step S411, in Step S413, it is
determined whether or not the readout is a readout of the pixel
data in a region C of the opening region (b). When it is the
readout of the pixel data of the region C, the flow proceeds to
Step S414, and the data (the stored data 3) stored in the SRAM
502 of the address that corresponds to the position in the
horizontal direction of each pixel data read in Step S407 are
read. Then, the 1/N multiplier 505 converts them into an
average value for each column, and the subtraction circuit 506
performs the subtraction processing. The shading correction
portion 1031 outputs the result as a corrected output. Thus,
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the shading correction portion 1031 corrects the pixel data of
the region C using the stored data 3.

On the other hand, when it is not the readout of the pixel
data of the region C in Step S413, in Step S415, it is deter-
mined whether or not the readout of the pixel data is finished.
As aresult ofthis determination, when the readout of the pixel
data is not finished, the flow returns to Step S409. In other
words, since the readout of the calculation region is finished,
as long as the read pixel data are the correction region, a
correction of using any one of the stored data 1 to 3 is repeat-
edly performed. Then, as a result of the determination in Step
S415, when the readout of the pixel data is finished, the
shading correction processing of FIG. 9 is finished. Accord-
ing to the shading correction processing (a signal processing
method) of the present embodiment, a variation of the average
value for each column that is generated in accordance with a
difference of the drive mode in the calculation region in the
VOB part can be effectively corrected.

Thus, the image pickup element 101 of the present embodi-
ment includes the reference region (the calculation region)
that is a light-shielded region and the opening region. The
reference region includes a part of each of the plurality of
image pickup pixels and the plurality of focus detection pix-
els. The DSP 103, in the reference region, calculates first
correction data (the stored data 1) for the signal (a first pixel
signal) from the image pickup pixel and second correction
data (the stored data 2) for the signal (a second pixel signal)
from the focus detection pixel. Then, the DSP 103 performs
the shading correction for the first pixel signal from the open-
ing region using the first correction data, and for the second
pixel signal from the opening region using the second correc-
tion data. The focus detection calculator 1032 performs the
focus detection using the signal that is obtained by perform-
ing the shading correction for the second pixel signal.

Next, referring to FIGS. 10A to 10C, an effect of the
shading correction processing in the present embodiment will
be described. FIGS. 10A to 10C are diagrams of describing
the effect of the shading correction processing, and FIG. 10A
illustrates an image output in a dark (in a dark situation)
before performing the shading correction, FIG. 10B illus-
trates shading images of the regions A, B, and C, and FIG.
10C illustrates an image output in the dark situation after
performing the shading correction.

The image output illustrated in FIG. 10A corresponds to
the pixel arrangement of FIG. 11, which is provided with the
calculation regions (a) to (c) and the opening regions (a) and
(b). The image output illustrated in FIG. 10A contains a
shading in the horizontal direction. Therefore, the correction
data (the shading correction value) in the horizontal direction
are calculated in the calculation regions (a) to (¢) in the VOB
part. FIG. 10B is data calculated in the calculation regions (a)
to (¢), which are used as shading correction data of the regions
A, B, and C, respectively.

When the shading correction processing is performed for
the image output illustrated in FIG. 10A using the shading
correction data of FIG. 10B, the image data illustrated in FI1G.
10C can be obtained. In other words, the subtraction process-
ing is performed in the opening regions (a) and (b) that are the
correction region using the correction data obtained in the
calculation regions (a) to (c), and thus a flat image output
where the shading in the horizontal direction in the correction
region has been corrected can be obtained.

The image pickup apparatus of the present embodiment
operates in a drive mode having a plurality of patterns in one
frame, and includes a region (the calculation region (a)) that
is driven by a first drive pattern and regions (the calculation
regions (b) and (c)) that are driven by second and third drive
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patterns, respectively, in a vertical reference region (the VOB
part) of the image pickup element. It obtains data used to
perform the shading correction so as to correct data of cor-
rection regions (the opening regions). As a result, even when
the correction regions (the opening regions) are operated in
drive modes different from each other, an appropriate shading
correction is performed and therefore the deterioration of the
image quality can be prevented.

Embodiment 2

Next, an image pickup apparatus in Embodiment 2 of the
present invention will be described. The image pickup appa-
ratus of Embodiment 1 includes a region that is driven by a
plurality of drive modes in the vertical reference region (the
VOB part). In such a configuration, it obtains correction data
that correspond to each of the plurality of drive modes. How-
ever, when the configuration as described in Embodiment 1 is
adopted, in the SRAM 502, at least a region where data for
each drive mode corresponding to each row are stored needs
to be ensured. Therefore, a memory region is increased. On
the other hand, the present embodiment provides an image
pickup apparatus that reduces the deterioration of the image
quality in a small memory region.

The image pickup apparatus of the present embodiment
includes correction data that are obtained by a first drive
pattern (or it obtains the correction data as described in
Embodiment 1), and previously includes difference data from
the data obtained by the first drive pattern with respect to each
of regions that are driven by second and third drive patterns.
A basic configuration of the image pickup apparatus in the
present embodiment is the same as that of the image pickup
apparatus in Embodiment 1.

First of all, referring to FIG. 11, a pixel arrangement of the
image pickup element 101 of the present embodiment will be
described. FIG. 11 is a pixel arrangement diagram of the
image pickup element 101. In the pixel arrangement illus-
trated in FIG. 11, only a region (a calculation region (a)) that
is driven by the first drive pattern used for the row where only
common pixels (image pickup pixels) exist is provided in the
VOB part (the vertical optical black region). Other configu-
rations are the same as those of the pixel arrangement in
Embodiment 1 described with reference to FIG. 3, and there-
fore the detailed descriptions are omitted. According to the
configuration of the present embodiment, providing only the
calculation region (a) that is driven by the first drive pattern in
the VOB part, a chip area can also be reduced compared to the
image pickup element of Embodiment 1.

Next, referring to FIG. 16, an operation of a DSP 1034 in
the present embodiment will be described. FIG. 16 is a block
diagram of illustrating the operation of the DSP 103a. In FIG.
16, reference numeral 2031 denotes a shading correction
portion (a first shading correction portion) that performs a
shading correction for an image signal read from the image
pickup element 101. A basic operation of the shading correc-
tion portion 2031 is the same as that of the shading correction
portion 1031 in FIG. 15. However, in the present embodi-
ment, a region that is used to obtain correction data is only the
calculation region (a) as illustrated in FIG. 11. The shading
correction portion 2031 performs the shading correction, and
then outputs signals of the focus detection pixel and the
common pixel (the image pickup pixel) in parallel to each
other.

Reference numeral 2032 denotes a focus detection pixel
difference offset portion (a second shading correction por-
tion). The focus detection pixel difference offset portion 2032
collects only outputs from the focus detection pixels after the
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shading correction portion 2031 performs the shading correc-
tion. Then, it treats difference data between the common pixel
and the focus detection pixel that are generated by the cor-
rection of the shading correction portion 2031 as an offset
amount so as to obtain a corrected image. In the present
embodiment, the difference data are previously stored in the
ROM 106. Reference numeral 2033 denotes a focus detection
calculator that performs a focus detection calculation by a
phase difference method using an output of the focus detec-
tion pixel for which the shading (the offset) has been cor-
rected via the focus detection pixel difference offset portion
2032. A result calculated by the focus detection calculator
2033 is outputted to the CPU 105.

Reference numeral 2034 denotes an image pickup correc-
tion portion that performs various kinds of corrections such as
a defect correction for the pixel outputs (the outputs of the
image pickup pixel and the focus detection pixel) for which
the shading correction has been performed. Reference
numeral 2035 denotes a developing processor that performs a
developing processing of the image signal after the various
kinds of corrections are performed by the image pickup cor-
rection portion 2034. An output of the developing processor
2035 is written as image data in the storage medium 108.
Since the defect correction of the focus detection pixel is
performed by the image correction portion 2034, the deterio-
ration of the image quality caused by the focus detection pixel
can be reduced.

Next, referring to FIGS. 12A to 12E, an effect of the shad-
ing correction processing in the present embodiment will be
described. FIGS. 12A to 12E are diagrams of describing the
effect of the shading correction processing. FIG. 12A illus-
trates an image output in the dark situation before performing
the shading correction, FIG. 12B illustrates shading images
of'the regions A, B, and C, and FIG. 12C illustrates an image
output in the dark situation after performing the shading
correction. FIG. 12D illustrates a difference of the shading
between the region B and the region A (a region B-A), and a
difference of the shading between the region C and the region
A (aregion C-A). FIG. 12E illustrates A image data and B
image data that are obtained as difference data.

As illustrated in FIG. 12 A, with respect to an image output
that contains the shading in the horizontal direction, a correc-
tion value in the horizontal direction is calculated in the
calculation region (a) in the VOB part. In FIG. 12B, the
shading of the region A is equivalent to the calculation result
in the calculation region (a). Data of the region A are used as
image shading correction data of the opening regions (the
regions A, B, and C).

FIG. 12C is an image that is obtained by performing the
subtraction processing for the opening portion using the shad-
ing data of the region A (the calculation result of the calcula-
tion region (a)) and performing the correction processing. As
illustrated in FIG. 12C, the shading in the horizontal direction
of the region A is corrected in all the opening regions (the
correction regions), and therefore an output as a flat dark
image can be performed with regard to the region where the
same operation as that of the first drive pattern (the adding
operation). However, with regard to the outputs of the focus
detection pixels in the regions B and C, remaining amounts of
the correction of the shading are generated. With regard to the
remaining amount of the correction of the shading, as
described with reference to FIGS. 5A to 5C, it does not
influence on the deterioration of the image quality since the
correction is performed by treating the focus detection pixel
as the defect pixel at the subsequent stage.

FIG. 12D illustrates remaining amounts of the corrections
that are generated in the regions B and C when the shading
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correction is performed by using the shading data of the
region A (the calculation result of the calculation region (a)).
FIG. 12E illustrates images (A image data and B image data)
that are obtained by collecting the difference data of positions
corresponding to the non-addition pixels (the focus detection
pixels) in the regions B-A and C-A in FIG. 12D. As
described below, the A image data of FIG. 12E is used as a
correction value only for the focus detection pixel S, , of the
region B, and the B image data of FIG. 12E is used as a
correction value only for the focus detection pixel S, of the
region C.

Inthe present embodiment, the A image data of FIG. 12E is
previously stored in the ROM 106 as correction data (stored
data 21) for a focus detection image A (the A image) that are
formed by collecting the focus detection pixels S, ,. Further-
more, the B image data of FIG. 12E is previously stored in the
ROM 106 as correction data (stored data 22) for a focus
detection image B (the B image) that are formed by collecting
the focus detection pixels Syz. In the present embodiment,
also for the regions B and C, the data of the region that operate
by the same drive as that for the region A are removed, and
therefore an amount of data can be reduced.

The operation ofthe present embodiment is the same as the
sequence described with reference to FIGS. 6 and 7 except for
Step S305 of FIG. 7. Therefore, with respect to Step S305a
that corresponds to Step S305 of FIG. 7, referring to FIG. 13,
the shading correction of the present embodiment will be
described. FIG. 13 is a flowchart of the shading correction in
the present embodiment. An operation sequence of FIG. 13
actually starts at the same time as the readout of the image
pickup signal in Step S304 of FIG. 7.

Firstof all, in Step S304 of FIG. 7, the readout of the image
pickup element 101 is started. At the same time, in Step S501
of FIG. 13, all the contents stored in the SRAM 502 are reset
before the readout of the image pickup element 101 is per-
formed. In addition, data such as coordinates of the calcula-
tion region and the correction region that are to be set in each
portion are read from the ROM 106, the RAM 107, and the
like to be set to each register. Then, the readout starts from the
upper left of the image pickup element 101.

Subsequently, in Step S502, the shading correction portion
2031 determines whether or not the read pixel data are the
data of the calculation region (a) in FIG. 11. When the read
data are the data of the calculation region (a), in Step S503, the
integral processing is performed for each column. In the
integral processing, the addition processing is performed
after the content of the address stored in the SRAM 502 that
corresponds to a position in the horizontal direction of the
read pixel data, and this addition result is stored in the same
address in the SRAM 502 again. The address in this case is a
predetermined address that is used to store the data (the stored
data 1) corresponding to the first drive pattern data.

First of all, in a head row of the calculation region, a value
to be added is “0” since it is in a state where the content of the
SRAM 502 is reset, and the read pixel data are stored in the
SRAM 502 as they are. Thus, when the readout of the pixel
data in the head row of the calculation region is completed,
the data in the head row are stored in the SRAM 502 as they
are.

Subsequently, in Step S504, the shading correction portion
2031 determines whether or not the readout of the pixel data
in the calculation region is finished. When the readout of the
pixel data of the calculation region is not finished, the flow
returns to Step S502, and the pixel data in the next row in the
calculation region (a) are read. Similarly to the pixel data in
the head row, a value stored in the SRAM 502 of the address
corresponding to a read position in the horizontal direction is
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read so as to add the read pixel data to this value, and the
addition result is stored in the SRAM 502. Repeating simi-
larly, at the stage of finishing the calculation region in Step
S504, the readout of the calculation region (a) is finished. In
this case, the addition result of the pixel outputs of all the rows
for each column of the calculation region (a) is stored in the
address stored in the SRAM 502.

On the other hand, in Step S504, when the readout of the
pixel data of the calculation region is not finished, the flow
proceeds to Step S505, and the shading correction portion
2031 determines whether or not it is the readout of the pixel
data of the opening region (the correction region). When it is
the readout of the opening region, the flow proceeds to Step
S506, and the shading correction portion 2031 reads the data
(the stored data 1) stored in the SRAM 502 of the address that
corresponds to the position in the horizontal direction of each
pixel data read in Step S503. Then, the 1/N multiplier 505
converts them into an average value for each column, and the
subtraction circuit 506 performs the subtraction processing.
The signal obtained like this is outputted as a corrected output
from the output terminal 507.

On the other hand, in Step S505, when it is not the readout
of the pixel data of the opening region, the flow proceeds to
Step S507, and the shading correction portion 2031 deter-
mines whether or not the readout of the pixel data is finished.
When the readout of the pixel data is not finished, the flow
returns to Step S505. In other words, since the readout of the
calculationregion is finished, as long as the read pixel data are
the opening region (the correction region), a correction of
using the stored data 1 is repeatedly performed. On the other
hand, when the readout of the pixel data is finished in Step
S507, the shading correction processing is finished.

In the present embodiment, all the regions A to C of the
opening regions are corrected by the correction data (the
stored data 1) using the first drive pattern. Therefore, at the
stage where the shading correction described with reference
to FIG. 13 has been finished, as illustrated in FIG. 12C, the
correction for a part where the drive pattern is different in the
regions B and C, i.e. specifically outputs of the focus detec-
tion pixels S;;, and S, that are the non-addition pixel is
insufficient. However, with regard to an image generation, as
described with reference to FIGS. 5A to 5C, it does not
influence on the deterioration of the image quality since the
well-known correction is performed for the focus detection
pixel as a defect pixel.

On the other hand, when proceeding to Step S306 of FIG.
7, the focus detection images (the A and B images) formed by
collecting the outputs of the focus detection pixels are gen-
erated based on the image for which the shading correction of
FIG. 13 has been performed. In Step S306 of FIG. 7, for the
generated focus detection images (the A and B images), the
difference processing is performed using the shading difter-
ence data previously stored as described with reference to
FIGS. 12A to 12E (the stored data 21 and 22), respectively.
Then, the phase difference focus detection calculation is per-
formed.

Next, referring to FIGS. 14A and 14B, the output of the
focus detection image in the dark situation in the present
embodiment will be described. FIGS. 14A and 14B illustrate
the outputs of the focus detection images in the dark situation.
FIG. 14A is a focus detection image A (an A image) that is
obtained by collecting the focus detection pixels S, and at
the left side, an image output that is obtained after the shading
correction in the region A is performed and before the cor-
rection (the subtraction processing) using the shading differ-
ence data (the stored data 21) is performed is illustrated. At
the right side in FIG. 14A, an image output that is obtained
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after the correction (the subtraction processing) using the
shading difference data (the stored data 21) is performed is
illustrated. Similarly, FIG. 14B is a focus detection image B
(a B image) that is obtained by collecting the focus detection
pixels Sz, and at the left side, an image output that is
obtained after the shading correction in the region A is per-
formed and before the correction (the subtraction processing)
using the shading difference data (the stored data 22) is per-
formed is illustrated. At the right side in FIG. 14B, an image
output that is obtained after the correction (the subtraction
processing) using the shading difference data (the stored data
22) is performed is illustrated. As a result, the shading of the
focus detection images (the A and B images) can also be in a
flat state.

Thus, the image pickup element 101 of the present embodi-
ment includes the light-shielded reference region (the calcu-
lation region) and the opening region, and the reference
region includes only a part of the plurality of image pickup
pixels. The DSP 103« (the signal processor) calculates the
first correction data (the stored data 1) with respect to the
signal (the first pixel signal) from the image pickup pixel in
the reference region. Then, the shading correction portion
2031 of (the first shading correction portion) of the DSP 1034
performs the shading correction for the first pixel signal and
the second pixel signal from the opening region using the first
correction data. In addition, the focus detection pixel difter-
ence offset portion 2032 (the second shading correction por-
tion) of the DSP 103a corrects the remaining amount of the
shading correction with respect to the signal (the second pixel
signal) from the focus detection pixel using the previously
stored difference data (the stored data 21 and 22). Performing
the correction processing described above, the variation of the
average value for each column that is generated in accordance
with the difference of the drive mode that exists in the calcu-
lation region in the VOB part can be corrected.

According to the present embodiment, the configuration of
the reference region (the VOB part) is simplified, and further-
more the pixel data obtained from the common pixel (the
image pickup pixel) and the focus detection pixel can be
appropriately corrected while the memory region such as an
SRAM is reduced. In the present embodiment, since the case
where the arrangement of the focus detection pixels is differ-
ent in accordance with the row is described, three kinds of
drive patterns of the first to third drive patterns are used, but
the present embodiment is not limited to this. For example,
when the image pickup element is configured so that the focus
detection pixels S, and S5 are arranged in the same row,
two kinds of drive patterns of the first drive pattern that is used
for the common pixel and the second drive pattern that is used
for a case where the focus detection pixel is included are used
as the drive pattern. Even in this case, according to the present
embodiment, an appropriate correction can be performed. In
the present embodiment, as the case where the drive pattern
different from the drive pattern for the common pixel is used,
the focus detection pixel is described as an example, but the
present embodiment is not limited to this. For example, the
present embodiment is also effective when a plurality of
patterns are included in one frame due to the existence of a
special pixel that is used for temperature detection or the like.

Embodiment 3

Next, an image pickup apparatus in Embodiment 3 of the
present invention will be described. In Embodiments 1 and 2,
similarly to the shading for the common pixel, the correction
for the focus detection pixel is also performed in the horizon-
tal direction in one dimension. As a result, the shading (the
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offset) is substantially constant in a whole of the screen, but
closely seeing it by one pixel unit, an offset shift slightly
remains due to a characteristic shift for each pixel. In view of
performing the focus detection, it is desirable to improve the
accuracy so that a slight shift (offset shift) of one pixel unit
can also be reduced. In the present embodiment, the shading
corrections (the offset corrections) for the common pixel and
the focus detection pixel are separately performed so as to
especially improve a correction performance of the focus
detection pixel for one pixel. A configuration and an opera-
tion of the image pickup apparatus in the present embodiment
is basically the same as that of Embodiment 2, and therefore
descriptions relating to them are omitted.

Referring to FIG. 17, an operation of a DSP 1035 in the
present embodiment will be described. FIG. 17 is a block
diagram of illustrating the operation of the DSP 10354. The
DSP 1035 separates an image into an image output of a whole
image (the common pixels and the focus detection pixels) and
an image output of only the focus detection pixels at a stage
where the image is inputted into the DSP 1035. Then, the DSP
1034 performs a parallel processing for these image outputs.
Specifically, for the pixel output (the image output) of all the
pixels (the common pixels and the focus detection pixels), an
image generation processing is performed by a common pixel
shading correction portion 3031 (a first shading correction
portion), an image pickup correction portion 3032, and a
developing processor 3033. On the other hand, for the image
output from only the focus detection pixels, a focus detection
processing is performed by a focus detection pixel offset
correction portion 3034 (a second shading correction portion)
and a focus detection calculator 3035.

Reference numeral 3031 denotes the common pixel shad-
ing correction portion that performs the shading correction
for a signal read from the image pickup element 101. A basic
operation of the common pixel shading correction portion
3031 is the same as that of the shading correct ion portion
2031 of FIG. 16. Reference numeral 3032 denotes the image
pickup correction portion that performs various kinds of cor-
rections such as the defect correction for the image output (the
outputs of the common pixels and the focus detection pixels)
obtained after the shading correction. The image pickup cor-
rection portion 3032 performs the defect correction of the
focus detection pixel so as to prevent the deterioration of the
image quality caused by the focus detection pixel. Reference
numeral 3033 denotes the developing processor that performs
a developing processing after the correction is performed by
the image pickup correction portion 3032. The output of the
developing processor 3033 is written into the storage medium
108.

Reference numeral 3034 denotes the focus detection pixel
offset correction portion that selectively inputs only the focus
detection pixels that exist at predetermined coordinates and
that reads offset data of pixel unit of the focus detection pixels
previously stored in the ROM 106 so as to perform a correc-
tion processing using the offset data. Thus, the offset (the
shading) of each pixel can be corrected, and compared to the
correction for each column as described in Embodiment 1 or
2, the output of the focus detection pixel can be obtained with
high accuracy. Reference numeral 3035 denotes the focus
detection calculator that performs a well-known phase difter-
ence focus detection calculation using the output of the focus
detection pixel for which the offset correction has been per-
formed by the focus detection pixel offset correction portion
3034. A result obtained by the focus detection calculator 3035
is outputted to the CPU 105.

Next, referring to FIG. 18, an output of the focus detection
image in the dark situation in the present embodiment will be
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described. FIG. 18 illustrates the output of the focus detection
image in the dark situation. The left side in FIG. 18 is a focus
detection image (an A image) that is obtained by collecting
the focus detection pixels S;,, which is an image output
before the correction (the subtraction processing) is per-
formed. This image output is previously stored as offset data
of'a pixel unit (stored data 31) in the ROM 106. The right side
in FIG. 18 is an image output that is obtained after the cor-
rection (the subtraction processing) is performed using the
offset data (the stored data 31). Thus, the shadings of the focus
detection images (the A and B images) can also be in a flat
state. Since the processing for the focus detection image (the
B image) that is obtained by collecting the focus detection
image S, is the same as that of the case of the A image,
descriptions of the processing are omitted. In addition, offset
data (stored data 32) for the focus detection image (the B
image) are separately stored, and the stored data 32 are used
at the time of correcting the B image.

Thus, the image pickup element 101 of the present embodi-
ment includes the light-shielded reference region (the calcu-
lation region) and the opening region, and only a part of the
plurality of image pickup pixels is included in the reference
region. The DSP 1035 (the signal processor) calculates the
first correction data (the stored data 1) for the signal (the first
pixel signal) from the image pickup pixel in the reference
region. Then, the common pixel shading correction portion
3031 (the first shading correction portion) of the DSP 1035
performs the shading correction for the first pixel signal from
the opening region using the first correction data. The focus
detection pixel offset correction portion 3034 (the second
shading correction portion) of the DSP 1035 performs the
shading correction for the second pixel signal using the pre-
viously-stored correction data (the stored data 31 and 32) for
each of the plurality of focus detection pixels.

According to the present embodiment, performing the cor-
rection using different offset data for each of the outputs of the
common pixel (the image pickup pixel) and the special pixel
(the focus detection pixel), the accuracy of extracting a signal
component of the focus detection pixel can be improved. In
the present embodiment, since the reference shift of the focus
detection pixel can be reduced in a pixel unit, a plurality of
drive patterns do not need to be used. In the present embodi-
ment, for convenience of descriptions, the shading (the offset)
in the dark situation is described, but the present embodiment
is not limited to this. For example, the embodiment can also
be applied to a correction for shading which is generated by
light.

According to each embodiment described above, an image
pickup apparatus and a signal processing method that reduce
deterioration of an image quality can be provided by perform-
ing an appropriate shading correction with respect to a pixel
output from an image pickup element having an image pickup
pixel and a focus detection pixel.

While the present invention has been described with refer-
ence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

For example, in each embodiment described above, the
focus detection pixel is described as a special pixel, but each
embodiment can also be applied to another special pixel that
is used for a usage such as temperature detection or light
source detection that is different from the usage of the image
pickup pixel that is the common pixel.
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This application claims the benefit of Japanese Patent

Application No. 2012-081787, filed on Mar. 30, 2012, which
is hereby incorporated by reference herein in its entirety.

What is claimed is:

1. An image pickup apparatus comprising:

an image pickup element including a plurality of image
pickup pixels that perform a photoelectric conversion
for an image formed by a light beam from an image
pickup optical system and a plurality of focus detection
pixels that perform a photoelectric conversion for an
image formed by a divided light beam of the light beam
from the image pickup optical system; and

a signal processor configured to perform a shading correc-
tion for a pixel signal from the image pickup element,

wherein the image pickup element generates a first pixel
signal by combining signals from the plurality of image
pickup pixels, and generates a second pixel signal with-
out combining a signal from the focus detection pixel,
and

wherein the signal processor performs the shading correc-
tion for the first pixel signal and the second pixel signal
using correction data different from each other.

2. The image pickup apparatus according to claim 1,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes a part of each of the plurality
of image pickup pixels and the plurality of focus detec-
tion pixels, and

wherein the signal processor calculates first correction data
for the first pixel signal and second correction data for
the second pixel signal in the reference region, and per-
forms the shading correction for the first pixel signal
from the opening region using the first correction data
and performs the shading correction for the second pixel
signal from the opening region using the second correc-
tion data.

3. The image pickup apparatus according to claim 1,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes only a part of the plurality of
image pickup pixels, and

wherein the signal processor comprises:

a first shading correction portion configured to calculate
first correction data for the first pixel signal in the refer-
ence region and perform the shading correction for the
first pixel signal and the second pixel signal from the
opening region using the first correction data; and

a second shading correction portion configured to correct a
remaining amount of the shading correction for the sec-
ond pixel signal using previously stored difference data.

4. The image pickup apparatus according to claim 1,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes only a part of the plurality of
image pickup pixels, and

wherein the signal processor comprises:

a first shading correction portion configured to calculate
first correction data for the first pixel signal in the refer-
ence region and perform the shading correction for the
first pixel signal from the opening region using the first
correction data; and

a second shading correction portion configured to perform
the shading correction for the second pixel signal using
correction data previously stored for each of the plurality
of focus detection pixels.

15

25

30

40

45

50

55

65

22

5. The image pickup apparatus according to claim 1,
wherein the signal processor performs focus detection using
a signal obtained by performing the shading correction for the
second pixel signal.

6. A signal processing method of processing a pixel signal
from an image pickup element including a plurality of image
pickup pixels that perform a photoelectric conversion for an
image formed by a light beam from an image pickup optical
system and a plurality of focus detection pixels that perform
a photoelectric conversion for an image formed by a divided
light beam of the light beam from the image pickup optical
system, the signal processing method comprising the steps of:

generating a first pixel signal by combining signals from
the plurality of image pickup pixels, and generating a
second pixel signal without combining a signal from the
focus detection pixel; and

performing a shading correction for the first pixel signal
and the second pixel signal using correction data differ-
ent from each other.

7. An image pickup apparatus comprising:

an image pickup element including a plurality of image
pickup pixels that is equivalent to one microlens each,
and a plurality of focus detection pixels that is equivalent
with one microlens by multiple pixels; and

a signal processor configured to perform a shading correc-
tion for a pixel signal from the image pickup element,

wherein the image pickup element generates a first pixel
signal by combining signals from the plurality of image
pickup pixels, and generates a second pixel signal with-
out combining a signal from the focus detection pixel,
and

wherein the signal processor performs the shading correc-
tion for the first pixel signal and the second pixel signal
using correction data different from each other.

8. The image pickup apparatus according to claim 7,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes a part of each of the plurality
of image pickup pixels and the plurality of focus detec-
tion pixels, and

wherein the signal processor calculates first correction data
for the first pixel signal and second correction data for
the second pixel signal in the reference region, and per-
forms the shading correction for the first pixel signal
from the opening region using the first correction data
and performs the shading correction for the second pixel
signal from the opening region using the second correc-
tion data.

9. The image pickup apparatus according to claim 7,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes only a part of the plurality of
image pickup pixels, and

wherein the signal processor comprises:

a first shading correction portion configured to calculate
first correction data for the first pixel signal in the refer-
ence region and perform the shading correction for the
first pixel signal and the second pixel signal from the
opening region using the first correction data; and

a second shading correction portion configured to correct a
remaining amount of the shading correction for the sec-
ond pixel signal using previously stored difference data.

10. The image pickup apparatus according to claim 7,

wherein the image pickup element includes a light-
shielded reference region and an opening region, and the
reference region includes only a part of the plurality of
image pickup pixels, and
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wherein the signal processor comprises:

a first shading correction portion configured to calculate
first correction data for the first pixel signal in the refer-
ence region and perform the shading correction for the
first pixel signal from the opening region using the first 5
correction data; and

a second shading correction portion configured to perform
the shading correction for the second pixel signal using
correction data previously stored for each of the plurality
of focus detection pixels. 10

11. The image pickup apparatus according to claim 7,
wherein the signal processor performs focus detection using
a signal obtained by performing the shading correction for the
second pixel signal.

12. A signal processing method of processing a pixel signal 15
from an image pickup element including a plurality of image
pickup pixels that is equivalent to one microlens each, and a
plurality of focus detection pixels that is equivalent with one
microlens by multiple pixels, the signal processing method
comprising the steps of: 20

generating a first pixel signal by combining signals from
the plurality of image pickup pixels, and generating a
second pixel signal without combining a signal from the
focus detection pixel; and

performing a shading correction for the first pixel signal 25
and the second pixel signal using correction data differ-
ent from each other.
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